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Evidence-based medicine as a model of care

3Sackett et al. Evidence based medicine: what it is and what it isn't. [BMJ 1996]

improved quality improved patient 
satisfaction

reduced costs



Key components of evidence-based medicine
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Clinical Expertise 
What the clinician knows

Best Research 
Evidence 

What the literature says

Patient Values 
What the patient wants

Evidence-Based 
Medicine

Sackett et al. Evidence based medicine: what it is and what it isn't. [BMJ 1996]



Best research evidence can be found in medical literature

• Unstructured (natural language) published articles 

• Provide quantitative measures of comparative treatment effectiveness 

• Describe the design, protocol, and results of Randomized Controlled Trials 
(RCTs)
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Keeping up with new medical information can be challenging
Information Overload for Healthcare Providers

Number of Published PubMed RCT articles (April 2025)
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Medical literature is full of medical jargon
Overwhelming for Patients & Caregivers
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LLMs as a solution

8Fries. Evaluating Healthcare LLMs and Moving Beyond MedQA. [blog article 2024]



Limitations of LLMs
Hallucinations & Inaccurate Texts

9https://x.com/Abebab/status/1593493676566642688

https://x.com/Abebab/status/1593493676566642688
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Beyond hallucinations, what are the 
hidden dangers of LLMs used for health 

information access?
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This Talk

• Framing of health information can impact trust 

• LLM-based chatbots vs. traditional search engines 

• LLMs can amplify misleading language in medical literature 

• "Spin" detection vs interpretation of results in medical literature
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Does the mere fact that medical information 
is obtained from a chatbot influence user 

trust and satisfaction compared to identical 
information obtained from a search engine?
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Does the mere fact that medical information 
is obtained from a chatbot influence user 

trust and satisfaction compared to identical 
information obtained from a search engine?

15Yun & Bickmore. Framing Health Information [CHI 2025]



Simulation Videos

Three Search Methods

For Framing Health Information

Two Source Types

health websites social mediasearch engine chatbot chatbot+

16Yun & Bickmore. Framing Health Information [CHI 2025]



search engine with health websites

17Yun & Bickmore. Framing Health Information [CHI 2025]



chatbot with social media

18Yun & Bickmore. Framing Health Information [CHI 2025]



chatbot+ with social media
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Method

Survey 

• Qualtrics survey in English 

• Between-subjects:  
each participant viewed only one 
video

20

Semi-Structured Interview 

• In English over Zoom  

• About 60 minutes each 

• Within-subjects:  
videos of 3 search methods + 
interview on trust and satisfaction

Yun & Bickmore. Framing Health Information [CHI 2025]



Participants
Survey (between-subjects) 

• 300 international participants from 
Prolific 

• 21.2% used LLM-based chatbots for 
health information in the past year
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Interview (within-subjects) 

• 6 international participants from 
Prolific 

• 66.7% used LLM-based chatbots for 
health information in the past year

Yun & Bickmore. Framing Health Information [CHI 2025]



Survey Results
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Source Type Health Websites Social Media

Trust: {Chatbot, Chatbot+} > Search 
Engine

Satisfaction: Chatbot > Chatbot+ > 
Search Engine across both sources.

22Yun & Bickmore. Framing Health Information [CHI 2025]



Diving Deeper…

• Search Engine: familiar experience with a rich array of information. 

• Chatbot: straightforward answers from unclear sources. 

• Chatbot+: direct answers with opportunities to cross-reference. 

• Effect of source type on trust can depend on context.

Themes from Interviews

23

“It is very familiar because every time … I 
don’t feel well, the first thing I go to is the 
search engines.” — P4

Yun & Bickmore. Framing Health Information [CHI 2025]
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“It was straight to the point … I 
liked things that are straight to 
the point, not waste my time.” 
— P1

“It is interesting because you are able to 
crosscheck if there is similar things, and 
also if everything actually is the same in 
both the links in the chatbot.” — P2

Yun & Bickmore. Framing Health Information [CHI 2025]



Diving Deeper…

• Search Engine: familiar experience with a rich array of information. 

• Chatbot: straightforward answers from unclear sources. 

• Chatbot+: direct answers with opportunities to cross-reference. 

• Effect of source type on trust can depend on context.

Themes from Interviews
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“I believe that AI has been trained with the relevant 
information regarding a lot of situations, whether 
health or life situations. So, mostly the information 
that’s there, it’s mostly reliable.”— P2

Yun & Bickmore. Framing Health Information [CHI 2025]



Key Takeaways

• Discovered potentially concerning patterns in how information presentation 
influences perception 

• Found that users can develop overconfidence in LLM-generated health 
information  

• Providing straightforward answers (summarized text) may increase user 
satisfaction since users prefer low cognitive load 

• Chatbot design should enhance source visibility and transparency to ensure safety 

• Educating users on how LLMs work can be important

26Yun & Bickmore. Framing Health Information [CHI 2025]



This Talk

• Framing of health information can impact trust 

• LLM-based chatbots vs. traditional search engines 

• LLMs can amplify misleading language in medical literature 

• "Spin" detection vs interpretation of results in medical literature
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Spin in medical literature
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a distinct trend toward significance (p=0.07)

almost statistically significant (p=0.06)

fairly significant (p=0.09)

approaching a level of significance (p=0.089)
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marginally significant tendency (p=0.08)

Hankins. Still Not Significant. [blog article 2013]



30



31



Clinicians can fall for spin

• A study in 2014 assessed the impact 
of spin on the interpretations of 
results of abstracts of RCTs in the 
field of cancer. 

• Clinicians overstated the benefits 
of results when shown an abstract 
with spin. 

32

Boutron et al. Impact of spin in the abstracts of articles reporting results of 
randomized controlled trials in the field of cancer: the SPIIN randomized 
controlled trial. [Journal of Clinical Oncology 2014]



Do LLMs fall for spin in medical 
literature?

33Yun et al. Caught in the Web of Words: Do LLMs Fall for Spin in Medical Literature? [CHIL 2025]



How well can LLMs detect the presence of spin?
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neutral “… there was no 
statistically difference in 
mortality rates between the 
treatment and control groups 
(OR 1.46 [95% CI 0.12, 1.4]). 

spun “… the difference in 
mortality rates between groups 
trends towards significance 
(OR 1.46 [95% CI 0.12, 1.4]).

LLM

No evidence for 
the treatment.

LLM interpretation 
of results

Neutral and spun 
abstracts (same results)

The treatment 
is effective.

Yun et al. Caught in the Web of Words: Do LLMs Fall for Spin in Medical Literature? [CHIL 2025]



36

abstract with spin abstract without spin

Yun et al. Caught in the Web of Words: Do LLMs Fall for Spin in Medical Literature? [CHIL 2025]



How do LLMs interpret the same trials results?

LLMs were far more influenced by spin than 
human experts

37
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How do LLMs interpret the same trials results?
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Do LLMs propagate or amplify spin in medical 
abstracts when generating simplified versions?

• When we asked LLMs to simplify abstracts into 
plain language, they often propagated spin into 
their summaries.  

• LLMs could unintentionally mislead patients and 
non-experts about the effectiveness of treatments.
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Can we fix this?
Exploring mitigation strategies
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• Tested zero-shot prompts to reduce LLMs’ 

susceptibility to spin. 

• Prompts that encourage reasoning reduce 
their tendency to overstate the trial results.

Yun et al. Caught in the Web of Words: Do LLMs Fall for Spin in Medical Literature? [CHIL 2025]



Key Takeaways

• Although fairly good at detecting spin, LLMs have concerning tendency to 
propagate or even amplify existing spin 

• LLMs provide outputs aligned with input text but is misleading 

• Careful design is key to improving evidence synthesis for clinical decisions since 
LLMs are poor with numbers and can easily fall for spin 

• Using Chain-of-Thought style prompting can mitigate some of the issue 

• Focusing on tasks related to numerical results rather than interpretations

41Yun et al. Caught in the Web of Words: Do LLMs Fall for Spin in Medical Literature? [CHIL 2025]



Conclusion

• Search method can influence users’ perceptions on the quality of the health 
information 

• LLM-based chatbots can lead to unwarranted higher trust & satisfaction 

• LLMs fall for spin in medical literature despite being generally good at detecting 
abstracts with spin 

• LLMs tasked to interpret results or simplify abstracts can amplify or propagate 
spin
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Insights from both NLP & HCI fields are needed

• NLP research methods to: 

• Identify the general strengths and weaknesses of LLMs and AI 

• Rigorously evaluate the factuality and accuracy of LLM-generated texts 

• Improve the performance of LLMs and align them better to human needs 

• HCI research methods to: 

• Design and evaluate human-AI interactions 

• Identify benefits and risks of LLMs outside of highly-controlled conditions
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Thank you! 
Any questions?

yun.hy@northeastern.edu

hyesunyun.bsky.social

hyesunyun.com

45

mailto:yun.hy@northeastern.edu
http://hyesunyun.com

